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Abstract

A new family of explicit p-stage methods for the numerical integration of scalar
autonomous ODEs is proposed. These methods can be seen as a generalization of
the explicit p-stage Runge-Kutta ones, while providing better order and stability
results. In fact, we show that it is possible to obtain A-stable and L-stable formulas
of order three and �ve, with only two and three evaluations per step respectively, and
without losing the explicitness of the formulas. It is also possible to generalize the
methods to get formulas for some non-autonomous scalar ODEs and systems. We
obtain linearly implicit A-stable methods which do not require Jacobian evaluations.
Some numerical examples are discussed in order to show the good performance of
the new schemes.

Keywords: Generalized Runge-Kutta Methods, Sti� ODEs, Linear Stability,
Numerical Experiments.

1 Introduction.

During the last decades there has been a considerable amount of research on
methods for numerical integration of sti� systems of ODEs, usually looking for
better stability properties. Nearly all such methods are implicit in character.
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The most widely used algorithms are those based on linear multistep formulas
like the BDF methods (see e.g. [21]), because they are very e�cient for gen-
eral sti� problems. However, from a result of Dahlquist it is known that no
linear multistep method of order greater than two can be A-stable [11], and so
these formulas are not suited to some sti� problems (for example, those with
Jacobians whose eigenvalues have large imaginary parts).

Implicit Runge-Kutta formulas [9,6] have been widely used because of their
excellent stability properties (such as A-stability, L-stability and B-stability),
but the need for solving nonlinear algebraic equations at each step makes these
formulas generally too costly when considering some huge systems of ODEs.
In fact, if the dimension of the di�erential system is N , then it is well known
that an s-stage fully implicit Runge-Kutta method involves the solution of an
s�N -dimensional nonlinear algebraic system. In order to retain the good stabil-
ity properties of the method, this algebraic system has to be solved in general
by a Newton-type method. The Newton-Raphson method involves the evalu-
ation of s Jacobian matrices and also the solution of a s�N -dimensional linear
system (whose LU factorization requires approximately s3N3=3 multiplicative
operations) for each iteration. Even if a simpli�ed (modi�ed) Newton iteration
is used by replacing the s Jacobian matrices involved in Newton's method by
a matrix J equal to f 0 evaluated at some point (losing the quadratic conver-
gence property) so that the cost is reduced, each step requires approximately
s3N3=3 multiplicative operations (to perform the LU factorization).

To reduce the amount of computational e�ort required to solve the nonlinear
equations (by Newton-type iterations) when integrating with a fully implicit
Runge-Kutta method, some classes of Runge-Kutta formulas have been de-
veloped. With the class of diagonally implicit Runge-Kutta (DIRK) methods
(also called semi-implicit or semi-explicit Runge-Kutta methods) the algebraic
cost of the LU factorization is reduced to sN3=3 multiplicative operations.
By considering the class of singly diagonally implicit Runge-Kutta (SDIRK)
methods and also the class of singly implicit Runge-Kutta (SIRK) methods,
it is possible to reduce even more the algebraic cost of the LU factorization to
N3=3 multiplicative operations (see e.g. [15,1,9] for more details).

In an attempt to overcome some of the handicaps mentioned previously, the
class of formulas appropriate for solving sti� problems has been enlarged by in-
troducing the so called multivalue (or general linear) methods, which combine
linear multistep and Runge-Kutta methods (see e.g. [7,8,14,5,10]).

Many other attempts have been made in order to reduce the computation cost
per step by considering linearly implicit methods, in this way eliminating the
need for solving nonlinear systems which, as pointed before, usually are solved
by Newton-type iteration (and hence require additional function evaluations
for every iteration at every step). Such formulas have the computational ad-
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vantage that it is necessary to solve only linear systems of algebraic equations
at each step.

Among the many di�erent RK-like methods of this type we have the Rosen-
brock methods [24] and the ROW-methods (also called Rosenbrock-Wanner
methods and modi�ed Rosenbrock methods) [22,19,20]. These formulas, how-
ever, require the exact Jacobian at every step. Therefore the computations
are costly when the Jacobian matrix is expensive to evaluate. For this reason,
extensions of Rosenbrock methods have been considered in which the exact
Jacobian is �xed for some number of steps so that the computation cost is
reduced (see e.g. [31,32,17,29]). Moreover, Rosenbrock-type methods in which
the exact Jacobian is no longer needed have been considered. The so called
W-methods [28], the MROW-methods [33] and the generalized Runge-Kutta
methods [30] (see also [12]) fall into this class. For an excellent survey of some
of these methods the reader is referred to [15].

Special schemes for special problems have been also developed during the
last years. Without being exhaustive, we have the symplectic methods for the
integration of Hamiltonian problems (see e.g. [25]) and special methods for
problems with oscillatory solutions (see e.g. [27]).

In our recent papers [3,4], examples are shown of explicit and linearly implicit
two-stage methods of order three for the numerical integration of scalar au-
tonomous ODEs, which do not require Jacobian evaluations, some of them
being as well A-stable and L-stable. Some comparisons with Runge-Kutta
methods as well as numerical experiments are also reported. In [2] we describe
how to construct from a given function R a one-parameter family of explicit
(or linearly implicit) two-stage methods, having R as the associated stability
function, and illustrate this fact by obtaining a two-stage third order formula
whose associated stability function is given by ez.

Our �rst aim in the present paper is to generalize the new class of explicit
(linearly implicit) p-stage methods for the numerical integration of scalar au-
tonomous ODEs, which do not require Jacobian evaluations. These methods
can be seen as a generalization of the explicit Runge-Kutta methods provid-
ing better order and stability results with the same number of stages. In fact,
from Butcher's theory we know that an p-stage explicit Runge-Kutta method
cannot have order greater than p. Moreover, the stability function of such
methods is a polynomial, and so none of them is A-stable. We will show that
it is possible to obtain A-stable explicit (linearly implicit) formulas for scalar
autonomous problems of order three and �ve, with only two and three stages
respectively, from our class of methods.

By a further generalization of our schemes, we show that it is possible to obtain
A-stable linearly implicit formulas for some non-autonomous scalar ODEs and

3



systems, which do not require Jacobian evaluations.

Finally we illustrate the e�ciency of those schemes by carrying out some
numerical experiments.

2 The new family of methods.

We begin by considering the scalar autonomous initial value problem

y0(x) = f(y(x)) ; y(x0) = y0 : (1)

For this problem, let us consider the family of explicit p-stage methods de�ned
by

yn+1 = yn + hFp+1(k1; k2; : : : ; kp) ; (2)

where the stages are given by

k1= f(yn)

k2= f(yn + hF2(k1))

k3= f(yn + hF3(k1; k2)) (3)
...

kp= f(yn + hFp(k1; k2; : : : ; kp�1)) ;

and for each i with 2 � i � p + 1, Fi is any homogeneous function of degree
one, that is

Fi(� x1; � x2; : : : ; � xi�1) = �Fi(x1; x2; : : : ; xi�1) ; (4)

holds for each � 2 IR and (x1; x2; : : : ; xi�1) in a subset of IRi�1.

The family of methods we have just de�ned, may be shown to be a general-
ization of the explicit p-stage Runge-Kutta methods for problem (1). In fact,
taking Fi(x1; x2; : : : ; xi�1) = ai1x1 + ai2x2 + � � �+ aii�1xi�1 (2 � i � p) in (3)
and Fp+1(x1; x2; : : : ; xp) = b1x1+b2x2+ � � �+bpxp in (2), we get all the explicit
p-stage Runge-Kutta formulas as a subfamily of our class.

Moreover, our methods can be seen as generalized explicit Runge-Kutta meth-
ods whose coe�cients depend on the stages and are no longer constants. To
show this it is enough to note that from the fact that Fi is an homogeneous
function of degree one, by using Euler's theorem for homogeneous functions,
we obtain

Fi(k1; k2; : : : ; ki�1) =
i�1X
j=1

@Fi

@xj
(k1; k2; : : : ; ki�1) kj ; 2 � i � p + 1 ;
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from which it is clearly enough to take the Butcher array

a21

a31 a32
...

...
. . .

ap1 ap2 � � � app�1
b1 b2 � � � bp�1 bp

where now the parameters aij and bi are given in terms of the stages ki and
the functions Fi through the relations

aij =
@Fi

@xj
(k1; k2; : : : ; ki�1) (1 � j < i � p) ;

bi=
@Fp+1

@xi
(k1; k2; : : : ; kp) (1 � i � p) :

Our new p-stage methods are di�cult to study because of the nonlinearities
that can arise from the homogeneous functions in (4). For reasons that will
be clear later when studying the consistency, convergence and linear stability
properties of the methods, we will make some assumptions in order to simplify
our analysis by giving a better formulation of our initial de�nitions.

We will assume in what follows that for each i with 2 � i � p + 1 all partial
derivatives of functions Fi up to order q � 1 exist and are continuous in a
neighbourhood of the point (1; 1; : : : ; 1) 2 IRi�1. Therefore the values given
by

ci = Fi(1; 1; : : : ; 1) 2 � i � p + 1 ; (5)

exist.

As will become clear in the following argument, these ci play a similar role
to those associated with the classical Runge-Kutta methods. In fact, we have
that the stages ki can be seen as approximations to y0(xn+ cih). Now we give
the promised better formulation of the methods.

3 A useful formulation.

In order to simplify the study of the preceding family of methods, we introduce
the terms

si =
ki � k1
k1

=
ki
k1
� 1 ; 2 � i � p ; (6)
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where the stages ki are given by (3). From considerations that will be clear
later, we take si = 0 when k1 = 0 in (6).

It is a simple task to show that si = O(h), and we will exploit this prop-
erty in order to simplify our study. Moreover, the terms si can be seen as
approximations to cihfy(yn). In fact si = cihfy(yn) + O(h2) (here we assume
that f has a su�cient number of bounded derivatives), and so we can obtain
approximations to the Jacobian fy(yn) by taking si=(cih) (when ci 6= 0).

It is easy to show recursively that the stages ki (with 2 � i � p) can be
obtained from k1 and sj with 2 � j � i� 1 (see e.g. (8) below). Therefore, in
terms of k1 and si, any method of the preceding family takes the form

yn+1 = yn + hk1Gp+1(s2; s3; : : : ; sp) ; (7)

where the si are given by (6) in terms of the stages

k1= f(yn)

k2= f(yn + hk1G2)

k3= f(yn + hk1G3(s2)) (8)
...

kp= f(yn + hk1Gp(s2; s3; : : : ; sp�1)) ;

and the functions Gi can be obtained from the homogeneous functions Fi

through the relations

Gi(s2; s3; : : : ; si�1)=
1

k1
Fi(k1; k2; : : : ; ki�1) = Fi

 
1;
k2
k1
; : : : ;

ki�1
k1

!

=Fi(1; 1 + s2; : : : ; 1 + si�1) ; 2 � i � p+ 1 ; (9)

Note that when i = 2 we have that G2 = (1=k1)F2(k1) = F2(1) = c2 holds
from (5). Now by our previous assumptions and relations (9) it follows that
for each i with 2 � i � p + 1, all partial derivatives of the functions Gi

up to order q � 1 exist and are continuous in a neighbourhood of the point
(0; 0; : : : ; 0) 2 IRi�2, and therefore ci = Gi(0; 0; : : : ; 0) holds. From the above
relations, we can write any method (2) in the form given in (7).

It is also possible to obtain from a given method in terms of k1 and si the
associated expression in terms of the ki by using the relations

Fi(k1; : : : ; ki�1)= k1Gi(s2; : : : ; si�1)

= k1Gi

 
k2
k1
� 1; : : : ;

ki�1
k1

� 1

!
; 2 � i � p + 1 :

For i = 2 we have F2(k1) = k1G2.
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4 Consistency and order of the methods.

In what follows we will assume that f : IR! IR is Lipschitz in IR, i. e. there
exists a Lipschitz constant L such that

jf(y)� f(y�)j � Ljy � y�j ;

for every y; y� 2 IR. With the previous assumptions it is well know that for
any y0 2 IR, there exists a unique solution y(x) of problem (1) (throughout
any interval [x0; b]), where y(x) is continuous and di�erentiable.

We will investigate the consistency of any p-stage method given by (7). When
doing so, we will assume the existence (and continuity) of y0(x) in [x0; b], but
not necessarily that of higher derivatives.

Using Henrici's notation for one step methods, our methods can be expressed
as yn+1 = yn + h�(xn; yn; h), with the increment function � (not depending
explicitly on x because (1) is autonomous) given by

�(x; y; h) = k1Gp+1(s2; s3; : : : ; sp) ;

through (6{9) (with y in place of yn).

As is usual with other one-step methods, we de�ne the local truncation error
T (x; h) of any formula of our family to be

T (x; h) = y(x+ h) � y(x)� hk1Gp+1(s2; s3; : : : ; sp) ; x 2 [x0; b] ; (10)

where h > 0, the stages ki are given by (8) with the exact solution of (1) y(x)
in place of yn, the terms si by (6) and the functions Gi through (9).

De�nition 1 Method (7) is said to be consistent (with (1) satisfying our pre-
vious assumptions) if, in the limit as h ! 0 we have that T (x; h)=h ! 0
uniformly for x 2 [x0; b].

It is known that consistency is a necessary condition for convergence, and
therefore we want to establish the condition that method (7) must satisfy if
we require it to be consistent. In order to do so, we need the following lemma:

Lemma 2 Suppose that for each j with 2 � j � p+1, the functions Gj in (9)
are continuous in a neighbourhood Wj�2 of the point (0; 0; : : : ; 0) 2 IRj�2. Let
si (2 � i � p) be given through (6) in terms of the stages ki in (8) with y in
place of yn. Then for every � > 0 there exist h1 > 0 such that

jsij �hL(jcij+ �) ; 2 � i � p ;

jGj(s2; s3; : : : ; sj�1)j � jcjj+ � ; 2 � j � p+ 1 ;
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hold for every 0 < h � h1 and y 2 IR.

Recall that as we have pointed out before, ci = Gi(0; 0; : : : ; 0).

Proof. The proof follows from the Lipschitz character of f , and from the fact
that the functions Gj are continuous in a neighbourhood Wj�2 of the point
(0; 0; : : : ; 0) 2 IRj�2, by a recursive procedure.

From the continuity of all Gj in Wj�2 we have that for any given � > 0 there
exist � > 0 such that for max

1�i�p�1
jxij � � we have that jGj(x1; x2; : : : ; xj�2)j �

jcjj + � (for 3 � j � p + 1). When j = 2, G2 is constant, and therefore
jG2j = jc2j � jc2j+ � also holds.

Now by taking h1 = �=L(�+max
2�i�p

jcij) we obtain recursively (from the Lipschitz

character of f) that

jsij= jki � k1j
jk1j =

jf(y + hk1Gi(s2; s3; : : : ; si�1))� f(y)j
jk1j

�hLjGi(s2; s3; : : : ; si�1)j � hL(jcij+ �) ; (11)

jGi+1(s2; s3; : : : ; si)j � jci+1j+ � ;

for 2 � i � p, 0 < h � h1 and y 2 IR.

When k1 = 0 the result also holds from our previous assumption that si = 0
in that case. This assumption is easily justi�ed by using that function f is
continuous as follows. If k1 = f(y) = 0 we consider (y(n))

n2IN with y(n) ! y

such that for every n 2 IN f(y(n)) 6= 0. Obviously (11) is satis�ed with this
y(n) and so we have that in the limit case when y(n) ! y it must also hold. 2

From the above lema it is clear why si = O(h). Now we have

Theorem 3 Method (7) is consistent with (1) (under the above assumptions)
i�

Gp+1(0; 0; : : : ; 0) = cp+1 = 1 : (12)

Proof. For any given x 2 [x0; b] and h > 0 we get from the mean value
theorem that

y(x+ h)� y(x) = hy0(�x) ;
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where �x 2 (x; x+ h). It then follows from (10) that

T (x; h)

h
= y0(�x)� k1Gp+1(s2; s3; : : : ; sp) ;

Now in the limit as h! 0 we have that y0(�x)! y0(x) uniformly for x 2 [x0; b].
From the previous lemma we easily get that as h! 0, si ! 0 for each i (with
2 � i � p). Finally, from the continuity of the function Gp+1, and taking into
account that y0(x) = f(y(x)) and k1 = f(y(x)), we get

lim
h!0

T (x; h)

h
= (1�Gp+1(0; 0; : : : ; 0))f(y(x)) ;

from which we obtain the consistency condition (12). 2

Note at this point that using Henrici's notation for one step methods, the con-
sistency condition reads �(y; 0) = f(y). Obviously this consistency condition
takes the form (12).

Now we de�ne the consistency of order q in the usual way, that is,

De�nition 4 method (7) is said to be consistent (with the di�erential equa-
tion (1)) of order q, if q is the largest integer such that there exists N � 0 and
h0 > 0 with sup

x0�x�b

jT (x; h)j � N hq+1 for all h 2 (0; h0].

If all the partial derivatives of f(y) up to order q exist (and are continuous),
then consistency follows from the consistency of order q � 1.

5 Convergence of the methods.

Now we will study the convergence of the methods, by considering the so
called global error (the error of the computed solution after several steps). We
will consider the stepsize �xed in order to simplify our study, but all results
remain valid with little changes in other cases. Our task is now to estimate
the global error, and this can be done in two di�erent ways:

{ by considering the local errors and how they are transported along the exact
solution curves.

{ by studying how the local truncation errors are transported along the nu-
merical solutions.

For more details see e.g. [13,9]. The �rst approach is perhaps easier, and can
yield sharp results when sharp estimates of error propagation for the exact
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solutions are known. However we will follow the second approach that is the
preferred one because it generalizes easily to multistep methods, and can be
an important tool for the existence of asymptotic expansions.

As is usual when considering one-step methods, we need to show that the
increment function �(y; h) = k1Gp+1(s2; s3; : : : ; sp) given by (6{9) (with y
in place of yn) satis�es a Lipschitz condition in y, for h small enough. Even
though this property is nearly automatic for most of the one-step methods
from the Lipschitz condition that satis�es function f , for our methods it is
not as easy as we will see in what follows.

Lemma 5 If all partial derivatives of the functions Gi up to order q � 1 exist
and are continuous in a convex neighbourhood Wi�2 of the point (0; 0; : : : ; 0) 2
IRi�2, then there exist a constant � such that for 0 < h � h0

j�(y; h)� �(y�; h)j � � jy � y�j ; (13)

holds for every y; y� 2 IR.

Proof. We begin noting that

k1Gi(s2; : : : ; si�1)� k�1Gi(s
�
2; : : : ; s

�
i�1)

=
k1 � k�1

2
(Gi(s2; : : : ; si�1) +Gi(s

�
2; : : : ; s

�
i�1))

+
k1 + k�1

2
(Gi(s2; : : : ; si�1)�Gi(s

�
2; : : : ; s

�
i�1)) ;

holds for 2 � i � p+ 1 and y; y� 2 IR. Here si and ki (respectively s
�
i and k�i )

are given through (6{9) with y (respectively y�) in place of yn. The functions
Gi are given as usually by (9).

Now we must prove some inequalities that will be useful later. Since f is
Lipschitz, we have

jk1 � k�1j �Ljy � y�j ;
jki � k�i j �Ljy � y�j+ hLjk1Gi(s2; : : : ; si�1)� k�1Gi(s

�
2; : : : ; s

�
i�1)j ; (14)

for 2 � i � p.

From the previous lemma we have that for given y; y� 2 IR there exist h2 >
0 such that (s2; : : : ; si) and (s�2; : : : ; s

�
i ) belong to Wi�1 when 0 < h � h2.

Therefore, by the mean value theorem we obtain for 0 < h � h2 and for each
i with 2 � i � p+ 1

Gi(s2; : : : ; si�1)�Gi(s
�
2; : : : ; s

�
i�1) =

i�2X
j=1

(sj+1 � s�j+1)
@Gi

@xj
(�i) ; (15)
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where �i is an internal point of the line segment in Wi�2 joining (s2; : : : ; si�1)
to (s�2; : : : ; s

�
i�1).

As in the preceding lemma, by using the continuity of the �rst partial deriva-
tives of functions Gi in Wi�2, we obtain that for any given � > 0 there exists
h3 > 0 such that for 0 < h � h3 and any given y 2 IR we have

j@Gi

@xj
(s2; : : : ; si�1)j � jci;jj+ � ; 2 � i � p + 1 ; 1 � j � i� 2 ;

where ci;j = @Gi

@xj
(0; : : : ; 0). It is easily seen that taking h4 = min(h2; h3) we

have that for 0 < h � h4 relation (15) holds with

j@Gi

@xj
(�i)j � jci;jj+ � :

We will also need the following obvious identity

(k1 + k�1)(si � s�i ) = (2 + si + s�i )(k
�
1 � k1) + 2(ki � k�i ) ;

from which we obtain by using the previous lemma and (14)

j(k1 + k�1)(si � s�i )j � 2(2 + hL(jcij+ �))Ljy � y�j+ 2hL�i ;

where

�i = jk1Gi(s2; : : : ; si�1)� k�1Gi(s
�
2; : : : ; s

�
i�1)j ; 2 � i � p+ 1 :

Note that �p+1 = j�(y; h)� �(y�; h)j. Now from above inequalities we obtain
the following recursion formula:

�i�
0
@jcij+ �+

i�2X
j=1

(jci;jj+ �)(2 + hL(jcj+1j+ �))

1
ALjy � y�j

+hL
i�2X
j=1

(jci;jj+ �)�j+1 ;
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for every i with 2 � i � p + 1. Now we de�ne � = (�2; �3; : : : ; �p+1)
T , C� =

(�+ jc2j; �+ jc3j; : : : ; �+ jcp+1j)T and

C�
@ =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBB@

0 0 0 � � � 0 0 0

�+ jc3;1j 0 0 � � � 0 0 0

�+ jc4;1j �+ jc4;2j 0 � � � 0 0 0

...
...

. . . . . .
...

...
...

�+ jcp�1;1j �+ jcp�1;2j �+ jcp�1;3j � � � 0 0 0

�+ jcp;1j �+ jcp;2j �+ jcp;3j � � � �+ jcp;p�2j 0 0

�+ jcp+1;1j �+ jcp+1;2j �+ jcp+1;3j � � � �+ jcp+1;p�2j �+ jcp+1;p�1j 0

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCA

in terms of which (16) takes the form

� � (C� + C�
@(2 1l + hLC�))Ljy � y�j+ hLC�

@� ;

where the inequalities are considered componentwise and 1l is given by 1l =
(1; 1; : : : ; 1)T . It follows

(I � hLC�
@)� � (C� + C�

@(2 1l + hLC�))Ljy � y�j :

Taking h small enough so that hLkC�
@k < 1 holds (k � � � k is any �xed ma-

trix norm), it follows that (I � hLC�
@)
�1 exists with all entries nonnegative.

Therefore we obtain

� � (I � hLC�
@)
�1(C� + C�

@(2 1l + hLC�))Ljy � y�j ;

from which

�p+1 � ep(I � hLC�
@)
�1(C� + C�

@(2 1l + hLC�))Ljy � y�j ;

holds, with ep = (0; : : : ; 0; 1) 2 IRp. Finally, taking into account that �p+1 =
j�(y; h)��(y�; h)j the result follows, with the Lipschitz constant given by

� = ep(I � hLC�
@)
�1(C� + C�

@(2 1l + hLC�))L ;

for h small enough and every y; y� 2 IR. 2

De�nition 6 Method (7) is said to be convergent if for all x 2 [x0; b], in the
limit as h! 0 (with xn = x kept �xed) we have that yn ! y(x).

12



Now we can prove the convergence of the methods.

Theorem 7 Under the above assumptions, any consistent method (7) is con-
vergent.

Proof. From the Lipschitz condition (13) satis�ed by the increment function
�, it follows that

jyi+1 � y�i+1j � (1 + h�) jyi � y�i j � exp(h�) jyi � y�i j ;
for h small enough.

We consider the numerical solution for a point x > x0, obtained by the step-
by-step procedure (7), with constant step size h = xi+1 � xi (0 � i � n � 1)
and xn = x. Now our task is to estimate the global error E = jy(xn)� ynj at
any �xed point x > x0, following the second approach. We have that

E = jy(xn)� ynj �
nX
i=1

jyn;i � yn;i�1j ;

holds, where yn;i denotes the approximation obtained by carrying out n � i
steps (yj;i j = i+1; i+2; : : : ; n) with method (7), using the exact value yi;i =
y(xi) as the approximation at xi. Note that with our notations yn;n = y(xn)
and yn;0 = yn. Now we have to bound the individual terms in the right hand
side of (5). For small enough h we obtain from (5) the inequalities

jyn;i � yn;i�1j � (1 + h�)n�i jyi;i � yi;i�1j
� exp((n� i)h�) jyi;i � yi;i�1j ; 1 � i � n :

Note that from xi = x0 + ih we have that (n � i)h = xn � xi in the above
inequality. Note also that li = yi;i � yi;i�1 = T (xi�1; h) is the local truncation
error associated with the i-th integration step (at xi). Therefore, it follows
from (5) and (16), taking l = max

1�i�n
jlij that

E = jy(xn)� ynj � l
exp(�(xn � x0))� 1

exp(�h)� 1

� l

�h
(exp(�(xn � x0))� 1) :

Finally, when h ! 0 (with nh = x � x0 �xed) we have from the consistency
assumption that l=h ! 0, and convergence is clear from the above inequal-
ity. 2

De�nition 8 Method (7) is said to be convergent of order q if for all xn 2
[x0; b] (with xn = x kept �xed) and all h 2 (0; h0] there is a constant M � 0
such that jy(xn)� ynj �M hq.

13



Now we can see that any consistent method of order q is convergent of order q.

Theorem 9 Under the above assumptions, any consistent method (7) of order
q is convergent of order q.

Proof. The proof easily follows from (16) taking into account that now we
have that l � N hq+1 for small enough h and therefore (16) now reads

E = jy(xn)� ynj �N hq+1
exp(�(xn � x0))� 1

exp(�h)� 1

� N

�
hq (exp(�(xn � x0))� 1) ;

and it is enough to take M = (N=�) (exp(�(b� x0))� 1). 2

Note that errors introduced at each step due to rounding, have not been
considered in our preceding analysis. We only comment at this point that,
as usual, for a given arithmetical accuracy there is a minimum step size h
below which rounding errors will produce inaccuracies larger than those due
to truncation errors.

6 Methods of polynomial type.

Now, for every �xed p, we restrict our attention to the family of methods given
by (2{3), where now all the Fi (2 � i � p+1) are assumed to be homogeneous
functions (of degree one) of the special form

Fi(x1; x2; : : : ; xi�1) =
riX

j2+j3+:::+ji�1=0

Aj2j3 ���ji�1
x1

�
x2
x1

�j2
�
x3
x1

�j3
� � �
�
xi�1
x1

�ji�1

; (16)

with all ri being nonnegative integers.

The above family of methods, still contains all explicit p-stage Runge-Kutta
methods. In fact, taking ri = 1 in (16) we get from (2) and (3) all explicit
p-stage Runge-Kutta methods.

As we will see in what follows, we restrict our attention to the above family of
methods because in terms of si the associated functions Gi are of polynomial
type. This greatly simpli�es the study of the order conditions. Moreover, order
conditions for the general methods can be easily obtained from the order con-
ditions for methods of polynomial type, by considering the Taylor expansion
of the functions Gi in terms of the si.

14



From now on, we will assume that all quantities ci = Fi(1; 1; : : : ; 1) in (16)
are di�erent from zero. Even though we lose a bit of generality with this
assumption, we obtain many advantages that will be clear later. In fact, it
can be seen that for a given number of stages p (at least for p = 2; 3; 4), the
highest order is attained only when all ci 6= 0, and so, all interesting methods
(from an order point of view) are considered.

With the above assumption we now change our de�nition of the si in (6),
hoping that this will not confuse the reader. We de�ne

si =
ki � k1
ci k1

; 2 � i � p ; (17)

with the stages ki given by (3). Now it is easy to see that si = hfy(yn)+O(h2),
and this will be useful later when looking for methods with good linear stability
properties, since it simpli�es the study of the order conditions.

In terms of k1 and si, the preceding method takes the form (7{8), but now
the functions Gi are given in terms of the new si and the functions Fi in (16)
through the relations

Gi(s2; s3; : : : ; si�1)=
1

k1
Fi(k1; k2; : : : ; ki�1) = Fi

 
1;
k2
k1
; : : : ;

ki�1
k1

!

=Fi(1; 1 + c2 s2; : : : ; 1 + ci�1 si�1) ; 2 � i � p+1: (18)

It can be seen that the functions Gi take the form

Gi(z2; z3; : : : ; zi�1) = ci

0
@1 + riX

j2+j3+:::+ji�1=1

aj2j3���ji�1
zj22 z

j3
3 � � � zji�1

i�1

1
A: (19)

Note that for this special class of methods, as we have pointed out before, all
Gi are polynomial functions of the si. Therefore, in what follows we will refer
to this formulas as methods of polynomial type.

Now we study the attainable order, in terms of the number of stages, of the
methods given by (7), (8), (17) and (19). From now on, we will suppose that
f is smooth enough in order that all the derivatives which occur when consid-
ering the Taylor expansion of the local truncation error make sense.

7 Two-stage methods of polynomial type. Attainable order.

To show that we can obtain explicit two-stage methods of polynomial type
from (7{8) (together with (17) and (19)) of order three, it is enough to consider
the Taylor expansion of the associated local truncation error. Note that when
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doing so, only the parameters c2, c3 and ai with 1 � i � 2 will appear in the
order conditions, that is, it su�ces to take in (19) r3 = 2 (the other parameters
can be arbitrarily chosen). This easily follows from the fact that s2 = O(h),
and therefore sk2 = O(hk) for any given k 2 IN. We obtain the following order
conditions

c3=1 ; (20)

c3a1=1=2 ; (21)

c3c2a1=1=3 ; (22)

c3a2=1=6 ; (23)

from which the general form of a third order two-stage method of polynomial
type is given by

yn+1 = yn + hk1G3(s2) ;

where k1, k2 and s2 are given by

k1 = f(yn) ; k2 = f
�
yn +

2

3
hk1

�
; s2 =

3(k2 � k1)

2k1
; (24)

and G3 takes the form

G3(s2) = 1 +
1

2
s2 +

1

6
s22 +

r3X
i=3

ais
i
2 ; (25)

that is, it is enough to take c3 = 1 (consistency condition), c2 = 2=3, a1 = 1=2
and a2 = 1=6. Parameters ai with i � 3 can be arbitrarily chosen.

The additional order conditions (now with r3 = 3 in (19) ) for order four are
given by

c3c
2
2a1=1=4 ; (26)

c3c2a2=1=6 ; (27)

c3a3=1=24 ; (28)

and it is easy to check that no two-stage method of polynomial type has order
greater than three (conditions (26) and (27) cannot be satis�ed). However,
condition (28) can be satis�ed by taking a3 = 1=24, obtaining in this way
third order methods that minimize the principal part of the local truncation
error. Note at this point that the other terms of the principal part of the local
truncation error (those associated with conditions (26) and (27)) are the same
for any method of order three.
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8 Three-stage methods of polynomial type. Attainable order.

When considering three-stage methods of polynomial type from (7{8) together
with (17) and (19), it is possible to get a family of �fth order formulas, de-
pending on many free parameters. As in the two-stage case, only some of this
parameters will appear in the order conditions, due to the fact that both s2
and s3 are O(h). However, the resulting order conditions are still too cumber-
some; hence we de�ne a new term ~s3 = s3� s2 to make our study easier. Note
that from our previous considerations it is clear that ~s3 = O(h2). Now we can
describe any three-stage method of polynomial type by

yn+1 = yn + hk1 ~G4(s2; ~s3) ;

with ~s3 = s3� s2, and where s2 and s3 are given through (17) in terms of the
stages ki (1 � i � 3)

k1 = f(yn) ; k2 = f(yn + hk1G2) ; k3 = f(yn + hk1G3(s2)) :

Now functions G2, G3 and ~G4 are given by

G2= c2 ;

G3(s2)= c3

 
1 +

r3X
i=1

ais
i
2

!
;

~G4(s2; ~s3)= c4

0
@1 + ~r4X

i+2j=1

aijs
i
2~s

j
3

1
A ; (29)

and it is easily seen when looking for formulas of order �ve, that it is enough
to consider the parameters in (29) with r3 = 3 and ~r4 = 4. This means that
the order conditions (for order �ve) are completely determined in terms of the
parameters ci (2 � i � 4), ai (1 � i � 3), and aij (1 � i + 2j � 4). This
follows from the fact that s2 = O(h) and ~s3 = O(h2).

Now, any three-stage methods of polynomial type must satisfy the following
order conditions in order to be of order �ve

c4=1 ; (30)

c4a10=1=2 ; (31)

c4 (c2(a10 � a01) + c3a01)= 1=3 ; (32)

c4 (a20 + a1a01)= 1=6 ; (33)

c4
�
c22(a10 � a01) + c23a01

�
=1=4 ; (34)

c4 (c2(2a20 � a11 + a1a01) + c3(a11 + 2a1a01))= 1=3 ; (35)

c4 (a30 + a1a11 + a2a01)= 1=24 ; (36)

c4
�
c32(a10 � a01) + c33a01

�
=1=5 ; (37)
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c4
�
c22(2a20 � a11 + a1a01) + c23(a11 + 3a1a01)

�
=7=20 ; (38)

c4
�
c22(a20 � a11 + a02) + c2c3(a11 � 2a02 + 2a1a01) + c23a02

�
=2=15 ; (39)

c4 (c2(3a30 � a21 + 2a1(a11 � a02) + 2a2a01)

+c3(a21 + 2a1(a11 + a02) + (a21 + 2a2)a01)
�
=11=60 ; (40)

c4
�
a40 + a1a21 + a21a02 + a2a11 + a3a01

�
=1=120 : (41)

It is easy to check that the above system has many solutions. In fact, we get
two doubly in�nite families of solutions, taking a2 and a3 as free parameters.
The remaining coe�cients can be computed as follows:

Step 1 Obviously, we have c4 from (30). Coe�cients a10, a01, c2 and c3, can
be chosen such that (31), (32), (34) and (37) are satis�ed. We get a pair of
solutions in this way.

Step 2 Now, for each solution of the previous step, we can obtain a1, a20, a11
and a02, by solving the linear system given by (33), (35), (38) and (39).

Step 3 Finally, we obtain a40, a30 and a21 by solving the remaining linear
system (36), (40) and (41) (in terms of the parameters a2 and a3).

The result is

c2=
6 �p6

10
; c3 =

6 �p6

10
; c4 = 1 ; a1 =

�3� 2
p
6

5
; a10 =

1

2
;

a01=
9 �p6

36
; a20 =

3 �p6
12

; a11 =
3� 2

p
6

72
; a02 =

1� 4
p
6

72
;

a30=
�9�p6

36
a2 ; a21 =

�(3 + 11a2)� (1� 4a2)
p
6

24
;

a40=
�3 (3 � 10a2 + 30a3)� (3 + 20a2 � 10a3)

p
6

360
: (42)

The other parameters may be arbitrarily chosen.

For order six we must add to (30{41) the following conditions (now it is enough
to take r3 = 4 and ~r4 = 5 in (29) )

c4
�
c42(a10 � a01) + c43a01

�
=1=6 ; (43)

c4
�
c32(2a20 � a11 + a1a01) + c33(a11 + 4a1a01)

�
=11=30 ; (44)

c4
�
2c32(a20 � a11 + a02) + c22c3(a11 � 2a02 + 2a1a01)

+c2c
2
3(a11 � 2a02 + 3a1a01) + 2c33a02

�
=1=4 ; (45)

c4
�
c22(3a30 � a21 + 2a1(a11 � a02) + 2a2a01)
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+c23(a21 + a1(3a11 + 2a02) + 3(a21 + a2)a01)
�
=4=15 ; (46)

c4
�
c22(3a30 � 2a21 + a12 + a1(a11 � 2a02) + a2a01)

+2c2c3(a21 � a12 + a1(2a11 � a02) + (a21 + 2a2)a01)

+c23(a12 + 4a1a02)
�
=17=90 ; (47)

c4
�
c2(4a40 � a31 + a1(3a21 � 2a12) + 2(a21 � a2)a02

+3a2a11 + 3a3a01) + c3(a31 + 2(a1(a21 + a12)

+(2a21 + a2)a02 + (a1a2 + a3)a01) + (a21 + 2a2)a11)
�
=13=180 ; (48)

c4 (a50 + a1(a31 + a1a12 + 2a2a02) + a2a21 + a3a11 + a4a01)= 1=720 : (49)

Now from (42) and conditions (43{49), it is not di�cult to see that order six
cannot be attained with only three stages. In fact, conditions (43{45) cannot
be satis�ed, and the coe�cients of the associated terms in the principal part of
the local truncation error are the same for any method of order �ve. However,
conditions (46{49) can be satis�ed by taking

a2=
�519 � 226

p
6

300
; a12 =

�103 � 42
p
6

864
;

a31=
�3 (119 + 660a3)� 5 (25 � 144a3)

p
6

4320
;

a50=
(22597 + 2400a3 � 7200a4)� 8 (1143 � 200a3 + 100a4)

p
6

28800
; (50)

obtaining in this way three-stage methods of order �ve that minimize the
principal part of the local truncation error. Note that now a30, a21 and a40 are
given in (42) by

a30=
221 � 101

p
6

720
; a21 =

�123 � 22
p
6

1440
;

a40=
(59 � 180a3)� 2 (9 + 10a3)

p
6

720
; (51)

9 Methods of rational type.

In the last three sections we have only considered methods of polynomial
type. Now we will consider methods of rational type, that is, methods given
by (2{3), where now all the Fi (with 2 � i � p + 1) are supposed to be
homogeneous functions (of degree one) of rational type. More precisely, we
will consider functions Fi given in terms of the quotient of two homogeneous
polynomials ~Ni(x1; x2; : : : ; xi�1) and ~Di(x1; x2; : : : ; xi�1) with degrees ri + 1
and ri respectively, for some nonnegative integer ri, that is
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Fi(x1; x2; : : : ; xi�1)=
~Ni(x1; x2; : : : ; xi�1)
~Di(x1; x2; : : : ; xi�1)

=

X
j1+j2+:::+ji�1=ri+1

Nj1j2���ji�1
xj11 x

j2
2 � � � xji�1

i�1

X
j1+j2+:::+ji�1=ri

Dj1j2���ji�1
xj11 x

j2
2 � � �xji�1

i�1

: (52)

It is not di�cult to see that the new family of methods contains all the previous
methods of polynomial type as a subfamily. Now, assuming as before that all
quantities ci are di�erent from zero, we get from (17) and relation (18) that,
in terms of k1 and si, any method takes the form (7{8), with the functions Gi

given by

Gi(z2; z3; : : : ; zi�1) = ci

0
BBBBBB@
1 +

n�iX
j2+j3+:::+ji�1=1

nj2j3���ji�1
zj22 z

j3
3 � � � zji�1

i�1

1 +
d�iX

j2+j3+:::+ji�1=1

dj2j3���ji�1
zj22 z

j3
3 � � � zji�1

i�1

1
CCCCCCA
: (53)

Moreover, n�i and d�i can be obtained from the functions Fi (in (52)) of the
associated method, by means of

n�i =maxfj2 + j3 + : : :+ ji�1 = Nj1j2���ji�1
6= 0g

d�i =maxfj2 + j3 + : : :+ ji�1 = Dj1j2���ji�1
6= 0g ;

and therefore, are always lower or equal than ri + 1 and ri respectively.

Now it is a simple task to obtain the order conditions for the rational methods,
from the order conditions for the methods of polynomial type. All we need
is to consider the Taylor's expansion of the functions Gi(s2; : : : ; si�1) in (53)
(as functions of the sj with 2 � j � i � 1), and then compare with the
associated expansion of a method of polynomial type with the same number of
stages. To show this, we will obtain the order conditions for the two and three-
stage methods of rational type from the order conditions of the corresponding
methods of polynomial type. Note at this point that it is also possible to
obtain the order conditions for general methods (that is, for arbitrarily given
Gi) in the same way, because only expansions of the Gi in terms of the sj are
involved.

10 Two-stage methods of rational type.

To obtain all the explicit two-stage methods (of rational type) of order three,
it su�ces to note that from (24) and (25) we have that G2 = c2 = 2=3 and
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also

G3(s2) = c3

0
BBBBBB@
1 +

n�
3X

i=1

nis
i
2

1 +
d�
3X

i=1

dis
i
2

1
CCCCCCA
= 1 +

1

2
s2 +

1

6
s22 +O(s32) ; (54)

must hold. Obviously it is enough to consider n�3 = d�3 = 2 in (54), obtaining
the following conditions

c2=2=3 ; (55)

c3=1 ; (56)

n1=1=2 + d1 ; (57)

n2=1=6 + (1=2)d1 + d2 : (58)

If we want to minimize the principal part of the local truncation error, all we
need is to take n�3 = d�3 = 3 in (54) and expand to higher order the second
term, obtaining

n3 = 1=24 + (1=6)d1 + (1=2)d2 + d3 : (59)

The general form of a third order two-stage method of our family is given by

yn+1 = yn + hk1G3(s2) ;

where k1, k2 and s2 are given by

k1 = f(yn) ; k2 = f
�
yn +

2

3
hk1

�
; s2 =

3(k2 � k1)

2k1
;

and G3 takes the form

G3(s2) =

1 +
1 + 2d1

2
s2 +

1 + 3d1 + 6d2
6

s22 +
n�
3X

i=3

nis
i
2

1 + d1s2 + d2s22 +
d�
3X

i=3

dis
i
2

: (60)

Some third order methods with special properties (such as A-stability, L-
stability, order four when applied to linear problems, etc) have been developed
in [3,4], where also some numerical experiments can be found. However, when
extending our methods in order to apply them to some special systems of
ODE's, it is desirable to consider formulas in which the denominator in (60)
is given in the form (1 � as2)� (� 2 IN) so that only one LU-decomposition
per step is needed. Moreover, we look for a third order method being L-stable,
with the previous property. We will obtain a method with the above properties
later.
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11 Three-stage methods of rational type.

Now, following our notations in section 8, we can describe any three-stage
method of rational type by

yn+1 = yn + hk1 ~G4(s2; ~s3) ; (61)

with ~s3 = s3 � s2, and where as usually s2 and s3 are given through (17) in
terms of the stages ki (1 � i � 3)

k1 = f(yn) ; k2 = f(yn + hk1G2) ; k3 = f(yn + hk1G3(s2)) ;

Now the rational functions are given by

G2= c2 ;

G3(s2)= c3

0
BBBBBB@
1 +

n�
3X

i=1

nis
i
2

1 +
d�
3X

i=1

dis
i
2

1
CCCCCCA
;

~G4(s2; ~s3)= c4

0
BBBBBBB@
1 +

~n�
4X

i+2j=1

nijs
i
2~s

j
3

1 +

~d�
4X

i+2j=1

dijs
i
2~s

j
3

1
CCCCCCCA
; (62)

and it is easily seen that when looking for �fth order formulas, it is enough
to consider the parameters in (62) with n�3 = d�3 = 3 and ~n�4 = ~d�4 = 4,
that is, the order conditions (for order �ve) are completely given in terms
of the parameters ci (2 � i � 4), ni and di (1 � i � 3), and nij and dij
(1 � i+2j � 4). In fact, we can obtain the order conditions for order �ve, by
comparing (as in the two stage case) the expansions of the functions in (62)
with those of the functions in (29) with the parameters given by (42). The
ci are given as in (42). The ni are given in terms of a1 in (42) and the free
parameters a2, a3, d1, d2 and d3, through relations

ni =
iX

j=0

ajdi�j ; 1 � i � 3 ; (63)

where obviously we take a0 = d0 = 1. The terms nij are given by

ni1i2 =
ikX

jk=0

aj1j2 di1�j1i2�j2 ; 1 � i1 + 2i2 � 4 ; (64)

with a00 = d00 = 1, and where the parameters aij are those of (29). The dij
can be arbitrarily chosen.
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In order to minimize the principal part of the local truncation error, we take
n�3 = d�3 = 4 and ~n�4 = ~d�4 = 5 in (62), obtaining the additional conditions

n4 =
4X

j=0

ajd4�j ; ni1i2 =
ikX

jk=0

aj1j2 di1�j1i2�j2 ; i1 + 2i2 = 5 ; (65)

where ai (1 � i � 2) and aij (1 � i+2j � 5) are given as in (42), (50) and (51),
and the other parameters are free (as before, we take a0 = d0 = a00 = d00 = 1).

12 Linear stability properties of the methods.

Now we are going to study the linear stability properties of the methods. When
we apply a p-stage method (7) of our family to the scalar test equation

y0 = � y ; � 2 C ;

we get

yn+1 = R(z) yn ;

where R(z) is the associated stability function, with z = h�. Moreover,
from (6{9) we obtain recursively

k1=� yn
s2= z G2

s3= z G3(z G2)
...

sp= z Gp(z G2; z G3(z G2); : : : ; z Gp�1(z G2; : : : ; z Gp�2(� � �))) ; (66)

from which we obtain the following expression for the stability function

R(z) = 1 + z Gp+1(s2; s3; : : : ; sp) ;

where the si are given in terms of z by the relations (66).

With our change of notation for the si in (17), it is not di�cult to see that in
place of (66) we have that

k1=�yn
s2= z

s3= z G3(z)
...

sp= z Gp(z; z G3(z); : : : ; z Gp�1(z; : : : ; z Gp�2(� � �))) (67)
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(with z = h�), and so the associated stability function is now given by

R(z) = 1 + zGp+1(s2; s3; : : : ; sp) ;

in terms of z through relations (67).

13 Two and three-stage methods being A-stable.

From the above section it is clear that the stability function of a method of
polynomial type is always a polynomial function. Therefore it is not possible
to obtain formulas of polynomial type with good linear stability properties
such as A-stability or L-stability. However, it is also clear that we can obtain
methods of rational type whose associated stability function is a rational func-
tion. Moreover, we will show in this section that we can obtain A-stable and
L-stable methods of rational type, without losing the highest attainable order
for a given number of stages.

As we have commented in section 10, it is possible to obtain a third order
method (of rational type) being L-stable, in which the denominator of the
associated stability function is given by (1 � as2)� (� 2 IN) so that only one
LU-decomposition per step is needed. All we need is to take � = 3 and let the
free parameters in (60) satisfy

d1 = �3a ; d2 = 3a2 ; d3 = �a3 ; (68)

where a is the root of the polynomial 6x3 � 18x2 + 9x� 1 = 0 given by

a=1 +

p
6

2
sin

 
1

3
arctan

 p
2

4

!!
�
p
2

2
cos

 
1

3
arctan

 p
2

4

!!

� 0:435866521508459 ; (69)

and we take ni = 0 for i � 3, and di = 0 for i � 4.

Now we will give some three-stage methods of order �ve being A-stable (or
L-stable). For all such methods we consider the ci given as in (42) (with the
upper sign), that is

c2 =
6�p6

10
; c3 =

6 +
p
6

10
; c4 = 1 : (70)

We will also take di = 0 (i � 1) in all cases, obtaining that ni = ai.

For example, taking
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d10=
�3
5

; d01 =
3� 7

p
6

30
; d20 =

77 � 18
p
6

100
; d11 =

153 + 29
p
6

360
;

d30=
27� 73

p
6

600
; d21 =

�44 + 3
p
6

120
; d40 =

�168 + 97
p
6

600
;

n1=
�3 + 2

p
6

5
; n10 =

�1
10

; n01 =
63 � 37

p
6

180
;

n20=
216 � 79

p
6

300
; n11 =

44 � 3
p
6

120
; n30 =

168 � 97
p
6

600
; (71)

and the other parameters equal to zero, we obtain from (61{62) a method
whose associated stability function is given by the (2; 3)-Pad�e approximation
to the exponential function (see e.g. [9]), and thus being L-stable.

Taking

d10=
�2
3

; d01 =
3� 7

p
6

30
; d20 =

41 � 9
p
6

50
;

d11=
431 � 59

p
6

600
; d30 =

1396 � 619
p
6

750
; d21 =

1436 � 709
p
6

3600
;

d40=
432353 � 178017

p
6

180000
; d31 =

�20769 + 7966
p
6

21600
;

d50=
127698 � 38147

p
6

1080000
; d60 =

�7193669 + 2942716
p
6

2160000
;

n1=
�3 + 2

p
6

5
; n2 =

�519 + 226
p
6

300
; n10 =

�1
6

;

n01=
63� 37

p
6

180
; n20 =

221 � 79
p
6

300
; n11 =

3474 � 1111
p
6

5400
;

n30=
43409 � 18001

p
6

18000
; n21 =

20769 � 7966
p
6

21600
;

n40=
1892669 � 781091

p
6

540000
; n50 =

7193669 � 2942716
p
6

2160000
; (72)

(the other parameters are zero) we get another L-stable method, being optimal
with respect to the local truncation error. The associated stability function is
given by the (2; 4)-Pad�e approximation to the exponential function.

Finally, if we take

d10=
�1
2

; d01 =
3� 7

p
6

30
; d20 =

36 � 9
p
6

50
; d11 =

1323 � 247
p
6

1800
;

d30=
5969 � 2566

p
6

3000
; d21 =

1159 � 486
p
6

2400
;

d40=
480158 � 199037

p
6

180000
; d31 =

�3729 + 1411
p
6

3600
;
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d50=
135777 � 46528

p
6

720000
; d60 =

�1282889 + 525021
p
6

360000
;

n1=
�3 + 2

p
6

5
; n2 =

�519 + 226
p
6

300
; n01 =

63 � 37
p
6

180
;

n20=
216 � 79

p
6

300
; n11 =

421 � 144
p
6

600
;

n30=
45569 � 18791

p
6

18000
; n21 =

3729 � 1411
p
6

3600
;

n40=
694953 � 286792

p
6

180000
; n50 =

1282889 � 525021
p
6

360000
; (73)

the resulting method is A-stable, with the property of being optimal with
respect to the local truncation error, and with associated stability function
given by the (3; 3)-Pad�e approximation to the exponential function.

14 Numerical experiments.

In order to show the behaviour as h! 0 for the methods explained in the last
section, we will consider the following simple problem (taken from [9], pp. 134)

y0(x)=
y(x)(1� y(x))

2y(x)� 1
;

y(0)=
5

6
;

for which the solution is

y(x) =
1

2
+

s
1

4
� 5

36
e�x :

With �xed step size h = 2�n for various n = 1; 2; 3; : : : ; 9 over 2n steps,
the value of y(1) was computed using our methods and two Runge-Kutta
methods. The magnitude of the error E for di�erent h and for each of these
methods is shown in Figure 1 in logarithmic scale. The third-order method of
the last section is marked MS3, and the �fth-order methods of this section
with associated stability function given by the (2; 3), (2; 4) and (3; 3)-Pad�e
approximation to the exponential function are marked M23, M24 and M33
respectively. For comparison purposes we also include in �gure 1 a three stage
third-order Runge-Kutta method (see e.g. [9], pp. 134) marked RK3 and a six
stage �fth-order Runge-Kutta method (see e.g. [9], pp. 202) marked RK5.

On the logarithmic scale used for this �gure, the error for each method is
represented very closely by a straight line whose slope equals the order of the
method. It can be seen that methods marked M24 and M33 perform very

26



similarly for this problem, and the slope for the associated graphs is bigger
than 5 (in fact � 5:5). It is easy to explain this behaviour by noting that
both methods share the property of being optimal with respect to the local
truncation error. It is also clear that our methods perform better than the
Runge-Kutta methods marked RK3 and RK5 of the same order, and this
with less function evaluations (at the cost of more arithmetical operations).

M33

M24

M23

RK5

MS3

RK3

-9

-8

-7

-6

E

-3 -2 -1 0
h

Fig. 1. Error versus step size (double
logarithmic scale) for various meth-
ods.

M33

M24

M23

MS3

M33

M24

M23

MS3

0

2

4

6

8

10

y

0.2 0.4 0.6 0.8 1
x

Fig. 2. Some numerical solutions for
a = 5; 10, b = 10, c = 3000, with
h = 0:1, x 2 [0; 1].

To show the good behaviour of the methods from a stability point of view, we
will also consider the following problem

y0(x)=�b y(x)
q
c2 + y2(x) ;

y(0)= a ; (74)

depending on the three parameters a, b > 0 and c > 0, for which the exact
solution is given by

y(x) =
a c

c ch(b c x) +
p
a2 + c2 sh(b c x)

:

The derivative with respect to y of the function f(y) = �b ypc2 + y2 in (74)
is

fy = �b c
2 + 2y2p
c2 + y2

; (75)

and so function f is one-sided Lipschitz continuous (fy < 0) with one-sided
Lipschitz constant 0. Therefore, the true solutions of this non-linear problem
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show a contractive behaviour. In fact, the solutions after a transient are virtu-
ally identical to the steady-state solution y(x) � 0 (the solution of (74) when
a = 0). We also have from (75) and from our previous comment that fy � �b c
along the integration (at least after the transient).

To illustrate the behaviour of the methods markedMS3,M23, M24 and M33
when applied to a non-linear sti� problem, we take b = 10 and c = 3000 in (74),
and integrate this problem over x 2 [0; 1] with initial conditions a = 5; 10 and
�xed step size h = 0:1. Figure 2 shows the good qualitative behaviour of
the numerical solutions we get in this manner. The three �fth-order methods
perform very similarly for this problem. Note that for the range of values
of the initial condition a we are considering, we have fy � �30000 along the
integration, and therefore the two explicit Runge-Kutta methods markedRK3
and RK5 give numerical overow when applied to this problem with �xed step
size h � 0:0001.

The numerical solutions we get from our methods when applied to prob-
lem (74) for a wide range of values of the parameters a, b and c (b c >> 1 in
order to retain the sti�ness of the problem), and �xed step size h = 0:1, show
that the qualitative behaviour is not always as good. For example, when fyy is
too big (that is, fy is a rapidly varying function) the numerical solutions tend
to the steady-state slowly. However, decreasing the step size the situation is
easily solved. In fact, the step size to be used seems to depend much more on
the nonlinear character of f that on the sti�ness of the problem.

15 Two-stage methods for some special systems.

In what follows, we will obtain a generalization of our methods in order to
integrate some special systems of ODEs. We begin considering autonomous
systems given by

y0(1)= f11(y(1)) + f12(y(2)) + : : :+ f1m(y(m)) ;

y0(2)= f21(y(1)) + f22(y(2)) + : : :+ f2m(y(m)) ;

...
...

y0(m)= fm1(y(1)) + fm2(y(2)) + : : :+ fmm(y(m)) ; (76)

that is, systems in which f : IRm ! IRm can be written in the form f(y) =
F (y)1l with y = (y(1); y(2); : : : ; y(m)), 1l = (1; 1; : : : ; 1)T and where F is the
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matrix

F (y) =

0
BBBBBBBB@

f11(y(1)) f12(y(2)) � � � f1m(y(m))

f21(y(1)) f22(y(2)) � � � f2m(y(m))
...

...
...

fm1(y(1)) fm2(y(2)) � � � fmm(y(m))

1
CCCCCCCCA
;

with fij : IR ! IR. Now we will briey describe how we can obtain from
any consistent two-stage method for scalar autonomous problems, a two-stage
method being of the same order for problem (76) and retaining the linear
stability properties.

From the preceding sections, it is clear that any two-stage method (of order
p � 1) for the scalar autonomous problem can be written in the form

yn+1 = yn + hk1G3(s2) ; (77)

with

k1 = f(yn) ; k2 = f(yn + hc2k1) ; s2 =
k2 � k1
c2k1

:

The associated method for problem (76) (of the same order) is given by

yn+1 = yn + hG3(S2) k1 ; (78)

where

k1 = f(yn) = F (yn) 1l ; k2 = f(yn + hc2k1) = F (yn + hc2k1) 1l ;

and S2 is the matrix given by

0
BBBBBBB@

f11(yn(1) + hc2k1(1))� f11(yn(1))

c2 k1(1)
� � � f1m(yn(m) + hc2k1(m))� f1m(yn(m))

c2 k1(m)
...

...

fm1(yn(1) + hc2k1(1))� fm1(yn(1))

c2 k1(1)
� � � fmm(yn(m) + hc2k1(m))� fmm(yn(m))

c2 k1(m)

1
CCCCCCCA

where yn = (yn(1); yn(2); : : : ; yn(m)) and k1 = (k1(1); k1(2); : : : ; k1(m)).

Note that if G3 in (77) is a rational function then method (78) is linearly
implicit.

It is also possible to integrate with our methods some non-autonomous scalar
ODEs and systems. In fact, systems given by
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y0(1)(x)= f11(y(1)(x)) + f12(y(2)(x)) + : : :+ f1m(y(m)(x)) + f1m+1(x) ;

y0(2)(x)= f21(y(1)(x)) + f22(y(2)(x)) + : : :+ f2m(y(m)(x)) + f2m+1(x) ;

...
... (79)

y0(m)(x)= fm1(y(1)(x)) + fm2(y(2)(x)) + : : :+ fmm(y(m)(x)) + fmm+1(x) ;

with fij : IR ! IR, can be rewritten in autonomous form in the usual way
(that is, adding the trivial equation x0 = 1) and then integrated following our
previous comments.

When we rewrite the non-autonomous problem (80) in autonomous form, the
resulting system is one dimension higher. However, noting that the last row
in S2 has all entries equal to zero, it can be seen that our methods can be
implemented without increasing this dimension.

16 Numerical experiments.

Next we study the following family of problems, taken from [18], pp. 34 (see
also [26], pp. 233 and [16]).

y01 = �(b+ an)y1 + byn2 y1(0) = cn

y02 = y1 � ay2 � yn2 y2(0) = c
(80)

for which the solution is

y1(x) = cne�anx ; y2(x) = ce�ax :

We chose a = 0:1, c = 1, n = 4 and b = 1; 100; 10000; 1000000 in the interval
0 � x � 10. For increasing b the system becomes sti�er (in fact, for the
eigenvalues along the true solution it holds �1 � �b and �2 � �a) and for
increasing n more nonlinear (see e.g. [18] for more details).

With �xed step size h = 2�k for various k = 0; 1; 2; : : : ; 8 over 10 � 2k steps,
the value of y was computed using our two-stage method. The magnitude of
the global error E (L2-norm) for di�erent h and for each of these problems
is shown in Figure 3 in double logarithmic scale. We observe from Figure 3
that the order of convergence for problem (80) is smaller than three (in fact
two) when we take b = 1000000 (crosses) and b = 10000 (circles) for the
range of step sizes we are considering. When we take b = 100 (diamonds) the
order increases from two to three when we decrease the step size. This order
reduction phenomenon is related to the concept of B-convergence and many
implicit methods show this behaviour when applied to some sti� di�erential
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equations. For the value b = 1 (boxes) the problem is not sti� and our method
shows order three as expected.

We will also consider two inhomogeneous sti� problems. Problem A is taken
from [25], pp. 27, and is given by

y0 = �106 y + cosx+ 106 sinx ; y(0) = 1 ;

with solution

y(x) = sin x+ e�10
6 x :

Note that this problem is a particular case of the family of scalar equations
proposed by Prothero and Robinson in [23]. Problem B is given by the follow-
ing inhomogeneous system

y01 = �2 y1 + y2 + 2 sinx y1(0) = 2

y02 = 998 y1 � 999 y2 + 999(cos x� sinx) y2(0) = 3

taken from [21], pp. 213, for which the exact solution is given by

y1(x) = 2e�x + sinx ; y2(x) = 2e�x + cosx :
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Fig. 3. Error versus step size, in dou-
ble logarithmic scale, for our method
(autonomous problem).
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-4 -3 -2 -1 0
h

Fig. 4. Error versus step size, in dou-
ble logarithmic scale, for our method
(non-autonomous problems).

Note that both problems are sti� (in fact, the eigenvalues are � = �1000000
for problem A and �1 = �1, �2 = �1000 for problem B). We apply our
two-stage method to these problems with �xed step size h = 2�k for various
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k = 0; 1; 2; : : : ; 11 over 10 � 2k steps. Figure 4 shows the magnitude of the
global error E (L2-norm) versus the step size in double logarithmic scale.
As in a previous example, we can see that the e�ective order for problem A
appears to be 2 for the range of values of the step size we are considering in
Figure 4. Taking small enough step sizes the order changes to 3 as expected.
For problem B, the e�ective order changes progressively from 2 to 3 when
we decrease the step size, as can be seen in Figure 4. As before, this can be
explained in terms of the concept of B-convergence.

17 Conclusions.

Our new methods are primarily useful when applied to some sti� problems for
which no accurate evaluation of a Jacobian is available or the evaluation of
the Jacobian is too expensive. For some non sti� problems for which function
evaluations are expensive, our explicit methods might be more e�cient than
the usual explicit Runge-Kutta methods. This follows from the fact that for a
given number of stages (or function evaluations per step), our explicit methods
attain bigger order than the Runge-Kutta ones, as we have pointed out before.

Though several practical questions remain to be solved, for example, how to
extend our methods in order to integrate a wider class of problems, these new
methods seem quite promising, for instance in the context of solving some
nonlinear parabolic equations (by the method of lines).
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