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A numerical method is developed to �nd the Alfv�en spectrum of axisymmetric toroidal

equilibria. It involves the numerical integration of ordinary di�erential equations only and is

therefore faster than �nite element algorithms; moreover, the Alfv�en frequencies of every 
ux

surface may be calculated independently from the rest. The method is applied to the Shafranov-

Solov'ev equilibrium for the �rst Fourier modes, and the results are compared to those obtained

with the geometrical optics approximation. This comparison shows which of the parameters of

the equilibrium are relevant on each branch of spectral points. Other features observed in the

graphics obtained by this algorithm are also analyzed.

1 Introduction

A considerable e�ort is currently under way to develop computer codes for the study of
the features of plasma behaviour more relevant in fusion research. Much of this work takes
as a starting point the magnetohydrodynamic model and deals with the twin problems
of equilibrium and stability, not only in the axisymmetric case but also in a fully three-
dimensional context 1;2. Most authors, however, restrict themselves to the axisymmetric
con�gurations, �rst because of the possibility of using the Grad-Shafranov equation to
�nd speci�c equilibria, and also because a Fourier transform in the toroidal angle greatly
simpli�es the study of the exponential stability of the plasma. It is well known that the
force operator obtained from the linearization of the MHD equations around a stationary
equilibrium is self-adjoint (see for example, Ref. 3 and the references therein) so that
exponential instabilities correspond to negative spectral points. Stability therefore may
be guaranteed by proving the positiveness of the force operator or by �nding the whole
spectrum, both tasks that except for some particular cases must be dealt with numerically.
The calculation of the spectrum is an old subject extensively present in the literature, not
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only from a theoretical viewpoint 5;6;7;8 but also showing some practical results 8;9;10. The
almost universal approach is the �nite-element method: theoretical work is mostly aimed
to prove the absence of \spectral pollution". This means that the spectrum is found
as the limit of the (easily obtainable) spectra associated to a sequence of approximating
problems, and that there does not exist a sequence of eigenvalues for these approximations
converging to some nonauthentic eigenvalue for the real equations. Since one must deal
with partial di�erential equations, �nite-element or �nite di�erence algorithms have to be
used, which in practice means complex programming and high computational cost.

A second line of investigation centers on the Alfv�en spectrum, which is known to be
stable 11 but whose interest is twofold: �rst, the well known technique of heating the
plasma by Alfv�en wave resonance 12;13, requires detailed knowledge of the frequencies
associated to every 
ux surface 11; and second, at least for �xed Fourier mode in the
toroidal angle and excluding the magnetic axis, the Alfv�en spectrum is the whole essential
spectrum 14, which therefore is determined by the Alfv�en frequencies. In this paper
we describe a computational method to �nd the Alfv�en eigenvalues associated to every
magnetic surface, whose advantages include conceptual simplicity, use of well tested and
reliable algorithms, and above all speed of computing; we can �nd the spectral points of
the MHD operator in a fraction of the time needed with similar computer capabilities
with the methods described above. The key to these pleasant features is the formulation
(to be found, for instance, in Ref. 14) of the MHD equations as a �rst-order system,
from which it follows that for �xed mode and 
ux surface, the Alfv�en frequencies are
the eigenvalues of the boundary-value problem of an ordinary di�erential equation. After
suitable manipulations these eigenvalues may be found by a combination of the Runge-
Kutta-Fehlberg method and the M�uller algorithm for the location of zeroes of functions,
both fast and e�cient procedures which, moreover, are present in many mathematical
computer libraries.

Although the arguments apply obviously to any axisymmetric equilibria given by an
analytic expression, we have preferred to deal with a speci�c one in order to get tangible
results and to be able to analyze the behaviour of the Alfv�en spectrum as dependent
on the 
ux surface. Thus we have chosen the Shafranov-Solov'ev 
ux function, given in
cilindrical coordinates by the formula (see Ref. 15)

 (R; y) = R2 � y2 � (1�R2)2 :

The paper is structured as follows: in Section 2 we work out the necessary equations
and the boundary conditions for obtaining the Alfv�en eigenvalues; the Fourier mode
and the 
ux surface enter these equations as parameters. In Section 3 we develop the
algorithm itself and warn about its di�cult points, mostly involving the fact that the
equation is singular at the boundaries; the method works perfectly nevertheless. Section 4
is devoted to the geometrical optics or Wentzel-Kramers-Brillouin (WKB) approximation,
a well known asymptotic procedure which provides analytical expressions for the Alfv�en
eigenvalues. As one would expect, the WKB approximation does not yield accurate results
for low Fourier modes and low eigenvalues, precisely the most important from a practical
viewpoint. However, a remarkable parallelism begins to appear even in the �rst modes,
a fact which enables us to guess the more relevant features of the equilibrium in this
connection. Also there are some signi�cant di�erences, including a surprising avoidance
of branch intersections. Finally, in Section 5 we draw some conclusions from the observed
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graphics and make a �nal assesment of the method.

2 Mathematical Formulation of the Problem

We start from the ideal MHD equations linearized around a static equilibrium, with �eld
B, pressure p and density �:

B � rb+ b � rB�rp� � i !�u = 0

B � ru� u � rB+
1


p
(u � rp)B� i !

"
b+

1


p
(B � b)B� 1


p
p�B

#
= 0

B � (B � ru� u � rB)� u � rp� (
p+B2) divu� i !p� = 0

where !, b, u and p� stand, respectively, for the time frequency and the variations of
the �eld, velocity and total pressure (kinetic plus magnetic). The constant given by the
politropic state equation p = A�
 is 
, and we have taken it as 5/3. If the equilibrium
is axisymetric and we �x a Fourier mode in the toroidal angle �, the Alf�en spectrum is
given by the eigenvalues of the equation

P[B � rb+ b � rB] = i !�u

P[B � ru� u � rB] = i ![b+ 1

p (B � b)B]

(1)

where P stands for the projection which kills the normal component to the toroidal 
ux
surfaces 14. Zero is also part of the Alfv�en spectrum. Other formulations of the Alfv�en
eigenmodes 16 are equivalent to this one.

As announced before, we will specify a typical axisymmetric equilibrium; from the
family given by Shafranov and Solov'ev 15 we �x parameters to obtain the 
ux function

 (R; y) = R2 � y2 � (1 �R2)2

in cilindrical coordinates (R;�; y). Let us write down some functions in order to abbreviate
the algebraic expressions that will appear in the formulation of the equations:

F (R; ) =
q
R2 � (1 �R2)2 �  

G(R) = R(6 � 4R2)

H(R; ) = 4F 2 +G2 = 4(4R6 � 13R4 + 12R2 �  � 1)

T (R; ) =
4(8R6 � 13R4 +  + 1)

R H(R; )

K( ) =
q
 + 1

The section of the 
ux surface  =  0 by a vertical plane is a closed curve (Fig 1),
symmetrical with respect to the horizontal axis, whose upper half is the graph of the
function y = F (R; 0).

Let R1 and R2 denote the values of R for which F (R; 0) = 0. The 
ux surfaces
form a family of such surfaces (Fig 2), ranging from the values  = �1 (separatrix)
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y = F (R; ) =
q
R2 � (1�R2)2 �  

R1 R2

y = �F (R; )

Figure 1: Section of a 
ux surface by a vertical plane.

 = 5=4

 = �1

Figure 2: Flux surfaces of the Shafranov-Solov'ev equilibrium;  = 5=4 correspond to the
magnetic axis and  = �1 to the separatrix.

to  = 5=4 (magnetic axis).

The equilibrium �eld is given by

B(R; ) = �2F

R
R̂ � G

R
ŷ +

2K

R
 ̂ ;

again in a cilindrical frame of reference. Let m be the Fourier mode in �; this means that
we will assume a dependence on the angle of the form eim�. Let v̂ be the unit tangent
vector to the 
ux surface, orthogonal to �̂, and such that v̂� �̂ is the outer normal vector;
let hv and h� be the coordinates in this reference of a vector h tangent to the 
ux surface,
i.e.,

h = hvv̂ + h��̂ :

Then, after a rather tedious but essentially straightforward calculation, system (1) reduces
to

x0 = A(R; )x+ imC(R; )x+ i !B(R; )x ; (2)
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where

x(R) =

2
6664
bv(R)
b�(R)
uv(R)
u�(R)

3
7775

A(R;�) =

2
6666664

�T 4Kp
H

0 0
2K(1�R)
R
p
H

�1 0 0

0 0 T 0

0 0 �2K(1+R)

R
p
H

1

3
7777775

C(R;�) =
K

F
I

B(R;�) = � R

2F

2
6666664

0 0 � 0

0 0 0 �

1 + H

pR2

2K
p
H


pR2 0 0

2K
p
H


pR2 1 + 2
5R2 0 0

3
7777775
:

Let us deal now with the boundary conditions. We are looking for values of ! for
which there exist nontrivial solutions of (1) de�ned in a whole magnetic surface. These
are solutions of (2) de�ned in the whole closed curve of Fig 1. Therefore we must study
separately (2) in the interval [R1; R2] for the upper half of the curve (i.e. taking F
positive) and for the lower half (taking �F instead of F ; one may check that the remaining
coe�cients do not change), and try to �nd solutions matching at R1 and R2. If we start
with a �xed initial condition

x1(R1) = x2(R1) = x0

for both solutions we must demand

x1(R2) = x2(R2) :

Let �1(R) (resp. �2(R)) be fundamental matrices of (2) (resp. of (2) changing F for �F ),
principal at R1, i.e., such that �i(R1) is the identity matrix. Then the functions x1(R)
and x2(R) described above are, respectively, �1(R)x0 and �2(R)x0. Thus there exists
an initial condition x0 yielding a true solution of (2) if the kernel of �1(R2)� �2(R2) is
nontrivial, i.e. if

det(�1(R2)� �2(R2)) = 0 ;

! (plus m and �) enter as parameters in the previous equation. Thus the roots of this
determinant are precisely the Alfv�en frequencies, and they are functions of m and �.

The function above may be somewhat simpli�ed. Notice that by changing F to �F ,
the matrix of the system (2) is transformed into its complex conjugate. Now, if � is the
fundamental principal matrix for the system x0 = Ux, � is the fundamental principal
matrix for x0 = Ux; hence �2 = �1 and the equation to solve is

det(Im �1(R2; !;  ;m)) = 0 (3)
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about which we know a priori that all the roots are real 11. A nuisance about (2) is
that the system becomes singular where F vanishes, i.e., at R1 and R2. However, this
singularity does not correspond to any real feature of the fenomenon, but merely to the
fact that the parameter R breaks down at R1 and R2, since the tangent to the curve is
vertical. A parametrization of the curve by the angle around some inner point would
kill the singularity, but at the price of an enormous complication of the equation. Since
the vectors v̂ and �̂ are continuous through R1 and R2, and b and u represent physical
quantities, the solutions must be regular throughout the entire closed interval [R1; R2];
hence taking initial and �nal conditions at R1+r, R2�r with some small r should provide
good aproximations to the eigenvalues. This is indeed what happens, as we point out in
the next section.

3 The Numerical Design and its Results

Problem (2) may be solved by the numerical integration of an eight-dimensional (taking
into account real and imaginary parts) linear di�erential system. To deal with the sin-
gularities at R1 and R2, we integrate between R1 + r and R2 � r and pass to the limit
when r tends to zero. It is obviously necessary to use variable step and a method that
does not need to go beyond the endpoint of the interval; the process of limit is studied by
stabilization of the results. Accordingly, we have worked with the Runge-Kutta-Fehlberg
method of orders 7 and 8, and 13 evaluations for step. The tolerance for the local test
of error has been 10�12. The di�culties inherent to the singularities make it necessary to
use a very high accuracy. Therefore we have performed the calculation of the determinant
function in (3) with quadruple precision (the double precision of NOS-VE FORTRAN on
a CYBER-930 machine).

Finally, the roots of equation (3) have been found with an implementation of M�uller
algorithm, which combines a good rate of convergence with other computational advan-
tages: other methods are more demanding about the initial approximation of the root
and may present problems such as divisions by zero. However, when two roots are close
together we needed to use a bisectionlike procedure to separate both values. The compu-
tational work for �nding these roots, i.e., the Alfv�en frequencies, is relatively modest for
a �xed Fourier mode.

The method described above may equally be used for higher frequencies and values
of m; these, however, are less interesting both for their impractical character and for the
fact that the WKB approximation, as we will see, is accurate enough and easier to �nd.

Figures 3, 4 and 5 show the �rst branches of frequencies as functions of  , for
m = 0, 1, and 2, respectively. Careful study of the intersection roughly at (0:10; 2:47) of
Fig. 3 shows it to be genuine. The same may be said of the cuts at (�0:37; 2:92) and
(�0:28; 2:88). We emphasize this point because a close-up of Fig. 4 ( see Fig. 6) proves
that the apparent intersection at (0:05; 0:59) is not really so. As for the superposition of
branches between 0.51 and 0.76, the roots are so close together that even the most careful
methods to �nd these values fail to separate them. We know, however, that there cannot
be identity except in isolated points, since the branches are analytic curves. As for Fig.
5, one may see that the graphs do not intersect between �0:90 and �0:50. Finer studies
of these regions con�rm this fact; however, one gets the impression that simpler curves
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Figure 3: Lowest branches of Alfv�en frequencies for the mode m = 0.
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Figure 4: Alfv�en frequencies for m = 1.

could be drawn by joining pieces of the actual branches. This will be explained in section
4. Also we may see that for m = 2, zero is an Alfv�en frequency, which means that there
exist steady Alfv�en waves. It is shown in Ref. 14 that zero lies in the Alfv�en spectrum
for some Fourier mode m; in our case the �rst such m is 2.

4 The WKB Approximation

The geometrical optics methods consists in approximating the solution by taking the �rst
term of an asymptotic expansion. It is usually accurate for large eigenvalues or Fourier
modes, as one would expect; moreover, it has a tendency to work surprisingly well even
for low values of the parameters. Basically we start from a solution of (1) of the form

x = eim�+i!t+�(R)g(R) (4)

whose di�erence with the real solution is of order 1=!. The value of the phase �(R) is
determined by the eikonal equation

det(i!B + imC � I
d�

dR
) = 0
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Figure 5: Alfv�en frequencies for m = 2.
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Figure 6: Close-up of the near intersection for the mode m = 1.

which means that d�=dR its an eigenvalue of the matrix

i!B(R; ) + imC(R; ) :

Since C(R; ) has the form K=F I, the possible values of �(R) are, except for an additive
constant,

�j(R) = i!
Z R

R1

�j(R) dR + im
Z R

R1

K

F (R)
dR ; j = 1; � � � ; 4 (5)

where �1(R); � � � ; �4(R) are the eigenvalues of B(R; ). These are

�1(R) = ��2(R) =
R
p
�

2F (R)

�3(R) = ��4(R) =
p
�
q
H(R) + 4K2 + 
pR2

2
p

p F (R)

(Notice that 1=F (R) may be integrated near R1, as it has a singularity of the type
1=
p
R�R1 :) The approximating function (4) should be correctly de�ned in every 
ux
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surface. Hence the value e�(R2) must be the same when integrating along the upper or
lower half of the curve. This corresponds to changing F to �F , i.e. B to �B and C to
�C. Thus we must have e�(R2) = e��(R2). Substituting the formulae in (5) we obtain

4Y
i=1

sin

 
!
Z R2

R1

�i(R) dR +
Z R2

R1

mK

F (R)
dR

!
= 0 : (6)

The zeros of this function, which may be easily obtained, are the WKB Alfv�en fre-
quencies. As a matter of fact, not only the zeros, but the functions ocurring in (3) and
(6) tend to coincide for large !. As an example, we take m = 0,  = 0 and plot both
functions of ! from ! = 0 to 8 and from ! = 100 to 104 (Fig. 7-8). We may see that

-0.5

0

0.5

1

1.5

0 1 2 3 4 5 6 7 8

WKB

Figure 7: The functions of ! whose zeros are the Alfv�en frequencies. The continuous line
represents the value of the function (3) found numerically. The dotted line is the WKB
approximation.

-0.5
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0.5

1

1.5

100 101 102 103 104

Figure 8: The same functions for a di�erent interval of !'s. Notice the similarity of both
curves for this range.

even for moderate ! the coincidence is satisfactory. Let us now draw the graphs of the
WKB Alfv�en eigenvalues for m = 0, 1, and 2 as functions of  in order to compare them
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Figure 9: Lowest branches of the WKB approximation to the Alfv�en frequencies with
Fourier mode m = 0.
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Figure 10: WKB Alfv�en frequencies for m = 1.

with our previous results. (Fig. 9-11).

Altough the coincidence for m = 0 is, as expected, rather bad, the parallelism be-
tween branches is obvious and, with the help of formula (6), may serve us to guess the
form in which the various parameters of the equilibria determine the Alfv�en frequencies in
every 
ux surface. Also the hidden curves, in particular in Fig. 4 and 5, reveal now their
true nature as part of the WKB branches. From it we conclude that some features of the
equilibrium are dominant for an interval of 
ux surfaces, others for a di�erent interval of
the same branch.

5 Conclusions

We have developed a numerical method to �nd the Alfv�en spectral points of every 
ux
surface. Since it deals only with ordinary di�erential equations, is both fast and simple
enough to run smoothly even with limited computing facilities. The algorithm is in
principle intended for equilibria given by analytical expressions. Since most equilibria are
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Figure 11: WKB Alfv�en frequencies for m = 2.

obtained numerically, it would be desirable to extend our method to such situations, a
thing that can be achieved by substituting system (1) by an adequate di�erence scheme.

Among the characteristics of the computed branches that stand out inmediately two of
them are worth remarking. The �rst one is that the curves are roughly formed by joining
several branches of the WKB ones; when these cross one another, the observed function
usually jumps from one branch to the other avoiding intersections. Let us not forget that
intersections, i.e. double eigenvalues, do not mean instability, as they correspond to two
di�erent eigenfunctions. We have not found a theoretical reason for this behaviour.

The second feature is that obviously nothing of particular interest happens at the
magnetic axis  = 5=4. This is not so at  = �1; the branches of eigenvalues have
vertical tangents and therefore high rate of variation at this point. Anyway, this occurs at
the separatrix, which is not a regular curve and moreover does not enter into any magnetic
fusion device, which is restricted to a smaller section around the axis. We do not know
how much of this behaviour is due to the lack of geometric regularity at R = 0 and how
much to an inherent variability of the Alfv�en waves there. The dull appearance of the
curves at the magnetic axis  = 5=4 is somewhat unexpected as system (2) becomes
singular here. A singular boundary-value problem may give rise even to a continuous
spectrum, so one could expect the Alfv�en eigenvalues becoming dense in some regions
as we approach  = 5=4. On the other hand, boundary-value problems tend to separate
inde�nitely their eigenvalues as the interval gets shorter. Apparently these two tendencies
cancel each other.
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